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ABSTRACT: Horizontal homogeneity is typically assumed in the design of planetary boundary layer (PBL) parameter-

izations in weather prediction models. Consistent with this assumption, PBL schemes with predictive equations for subgrid

turbulence kinetic energy (TKE) typically neglect advection of TKE. However, tropical cyclone (TC) boundary layers are

inhomogeneous, particularly in the eyewall. To gain further insight, this study examines the effect of advection of TKEusing

the Mellor–Yamada–Nakanishi–Niino (MYNN) PBL scheme in idealized TC simulations. The analysis focuses on two

simulations, one that includes TKE advection (CTL) and one that does not (NoADV). Results show that relatively large

TKE in the eyewall above 2 km is predominantly attributable to vertical advection of TKE in CTL. Interestingly, buoyancy

production of TKE is negative in this region in both simulations; thus, buoyancy effects cannot explain observed columns of

TKE in TC eyewalls. Both horizontal and vertical advection of TKE tends to reduce TKE and vertical viscosity in the near-

surface inflow layer, particularly in the eyewall of TCs. Results also show that the simulated TC in CTL has slightly stronger

maximum winds, slightly smaller radius of maximum wind, and ;5% smaller radius of gale-force wind than in NoADV.

These differences are consistent with absolute angular momentum being advected to smaller radii in CTL. Sensitivity

simulations further reveal that the differences betweenCTL andNoADVaremore attributable to vertical advection (rather

than horizontal advection) of TKE. Recommendations for improvements of PBL schemes that use predictive equations for

TKE are also discussed.

KEYWORDS: Boundary layer; Tropical cyclones; Hurricanes/typhoons; Numerical weather prediction/forecasting;

Mesoscale models; Subgrid-scale processes

1. Introduction

Boundary layer turbulent processes play an important role

in regulating tropical cyclone (TC) intensity and structure

changes (e.g., Braun and Tao 2000; Foster 2009; Nolan et al.

2009; Smith and Thomsen 2010; Bryan 2012; Rotunno and

Bryan 2012; Gopalakrishnan et al. 2013; Zhang et al. 2015; Bu

et al. 2017; Chen et al. 2021b). An important metric of turbu-

lence intensity is turbulence kinetic energy (TKE), which can

be related to the transport of momentum, heat, and moisture,

as well as kinetic-energy dissipation rate in the boundary layer

(Stull 1988). In numerical forecast models, high-order plane-

tary boundary layer (PBL) parameterizations based on the

formulation of Mellor and Yamada (1982) have predictive

equations for TKE and can diagnose other turbulence quan-

tities based partly on TKE. Understanding the TKE distribu-

tion in hurricanes is a key to the evaluation of these PBL

schemes, which can further provide valuable insights/guidance

toward improving TC intensity and structure forecasts.

The direct in situ observations of TKE in TC boundary layers

by manned aircrafts are scarce (e.g., Zhang et al. 2011), in part

due to the safety and practical considerations. The usage of small

unmanned aircraft systems (sUAS) in recent years adds addi-

tional TKE observations in hurricane boundary layers (e.g.,

Cione et al. 2020). Nevertheless, a more complete view of the

distribution of TKE in hurricanes was derived using airborne

Doppler radars (Lorsolo et al. 2010); high TKE (.4m2 s22) was

found in the boundary layer (roughly z , 1 km) and within the

eyewall, and TKE was lower (,2m2 s22) above the PBL and

outside the eyewall (Fig. 1).

While both observations (e.g., Zhang et al. 2011; Ming et al.

2014) and large-eddy simulations (LESs; Zhu 2008; Bryan et al.

2017) indicate that turbulence in the TC boundary layer is

predominantly shear driven, the relative importance of all

TKE budget terms within the eyewall remains unclear. Kepert

(2012) hypothesized that the high TKE within the eyewall is

predominantly attributed to local buoyancy production. In

comparison, Smith and Thomsen (2010) suggested that the

high TKE in the eyewall is attributed to the upward TKE ad-

vection by eyewall updrafts. Importance of TKE advection was

also discussed by Nolan et al. (2009); they found excessive

downward mixing of angular momentum near and outside of

the radius of maximum winds (RMW) when using the Mellor–

Yamada–Janjić (MYJ) PBL scheme, and further hypothesized

that this could be attributed to the neglect of advection of

subgrid TKE. PBL schemes for numerical weather prediction

(NWP) models typically adopt a simplified version of the

subgrid TKE budget equation, assuming horizontal homoge-

neity and negligible vertical advection for subgrid-scale pro-

cesses (e.g., Stull 1988, p. 152; Kosović et al. 2020). The subgrid

TKE advection terms are thereby omitted under these as-

sumptions.However, these assumptions are clearly invalid in the

TC boundary layer where flows are inhomogeneous, and also

invalid in the eyewall regionwhere nonhydrostatic processes can

be substantial and strong updrafts exist. For example, in aCorresponding author: Xiaomin Chen, xiaomin.chen@noaa.gov
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Weather Research and Forecasting (WRF) Model LES of

landfalling Hurricane Ivan (2004), Zhu (2008) found that the

large negative TKE advection nearly balances the shear pro-

duction in the middle to upper boundary layer at a radius

of ;80km.

Previous PBL evaluation studies recommend high-order

PBL schemes for TC modeling, given their capability to

capture the logarithmic wind profile in the boundary layer

(Kepert 2012) and to reproduce the inflow structures and

turbulence properties under different thermodynamic con-

ditions (Chen et al. 2021a; X. Chen et al. 2021, unpublished

manuscript). However, the impact of subgrid TKE advection

on the simulation of boundary layer structure as well as TC

intensity/structure changes should be examined, in part due

to the typical omission of subgrid TKE advection in NWP

models. One exception is the Mellor–Yamada–Nakanishi–

Niino (MYNN) PBL scheme which has an option to include

advection of subgrid TKE; however, the advection of subgrid

TKE was known to cause numerical instability near the lat-

eral boundaries and thereby has not been activated by default

in operational models including NOAA’s High-Resolution

Rapid Refresh (HRRR) and Rapid Refresh (RAP) (Olson

et al. 2019). In the numerical model used for this study, the

MYNN scheme and the option of advection of subgrid TKE

are available, and we perform numerical simulations to ex-

plore this issue. Specifically, the following questions will be

addressed in this study: 1) What is the impact of advection of

subgrid TKE on the boundary layer structure in idealized

TCs? 2) What mechanisms are responsible for the high TKE

aloft observed in the eyewall? 3) Does the advection of sub-

grid TKE affect the TC structure and intensity change and, if

so, what are the driving factors?

The remainder of the paper is organized as follows. Section 2

provides an overview of the MYNN scheme and modifications

made for this study to improve wind profiles in hurricane

conditions. Experiment design and model setup are presented

in section 3. In section 4, a comparison of the experiments with

and without advection of subgrid TKE is presented, and dif-

ferences in the TC intensity/size, turbulence properties, and

inflow structures between these experiments are discussed.

The physical mechanisms responsible for the high TKE aloft

within the eyewall are discussed, and suggestions to further

improve simulations of TCs when using PBL schemes that have

predictive equations for subgrid TKE are provided in section 5.

Concluding remarks are presented in section 6.

2. Overview of the MYNN scheme and additional
improvement

The MYNN scheme (Nakanishi and Niino 2004, 2009) is a

popular, high-order closure PBL scheme that has been integrated

into operational and research models, including the Advanced

Research version of the WRF (WRF-ARW; Skamarock et al.

2008) and NOAA’s latest Unified Forecast System (UFS; Harris

et al. 2020). MYNN predicts subgrid TKE1 and parameterizes

other turbulence quantities based partly on TKE. For example,

the vertical eddy viscosity Km in MYNN is

K
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where the first term on the right-hand side (hereafter abbre-

viated as rhs) denotes TKE advection. The other terms on the

rhs denote buoyancy production, shear production, turbulence

transport of TKE, and parameterized dissipation of TKE, re-

spectively; the formulations of these terms can be found in

Nakanishi and Niino (2004).

As an extension and improvement of its predecessor Mellor–

Yamada-type PBL scheme (e.g., Mellor and Yamada 1974,

1982), a series of new features havebeenadded in theMYNNPBL

scheme, including an eddy-diffusivity/mass-flux (EDMF) option,

representation of subgrid-scale clouds, interactionwith clouds, and

coupling with other model components (see details in Olson et al.

2019). A recent study that evaluatedMYNN using LESs indicates

that the sophisticated mixing-length parameterization in

FIG. 1. Composite TKE (m2 s22) derived from airborne radar

data from 20 radial legs of NOAA P3 flights in the 2003–10 hur-

ricane seasons as a function of height and the radius (R) normalized

by the radius of maximum winds (RMW). Adapted from Lorsolo

et al. (2010).

1 Hereafter, TKE refers specifically to the subgrid turbulence

kinetic energy predicted by the MYNN PBL scheme.
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MYNN performs well for the modeling of TC boundary layer

(X. Chen et al. 2021, unpublished manuscript).

Before proceeding, we perform single-column model (SCM)

simulations, following the method of Bryan et al. (2017) and

Chen et al. (2021a). The SCM simulations are initialized with

composite thermodynamic profiles outside the eyewall of cate-

gory 4–5 hurricanes (r5 75km). Additional SCM simulations at

other radii produce similar results (not shown). The MYNN

scheme produced near-surface wind profiles that do not ex-

hibit logarithmic characteristics that are typically observed in

TCs (e.g., Richter et al. 2021), with excessive wind shear in

the lowest two model levels (Fig. 2a). Of note, the near-surface

layer in different high-wind conditions is nearly neutrally

stratified, as indicated by a very small surface stability parameter

z5 zb/L’213 1023, where zb is the height of the lowestmodel

level and L is Monin–Obukhov length.

By carefully examining the MYNN code, we improve the

near-surface wind profile by including the buoyancy pro-

duction from surface heat fluxes in the TKE budget at the

bottom model level, and by adopting a different ‘‘blending’’

method for L. The original formulation for L in MYNN is

determined by a harmonic average of different length scales:

L21 5L21
s 1L21

t 1L21
b , where Ls, Lt, and Lb denote surface-

layer, turbulent, and buoyancy length scale, respectively. The

mixing length L will asymptotically approach Ls (’kz) in the

surface layer when height z approaches zero; k is the von

Kármán constant (5 0.4). Lb is gradually replaced by BouLac

mixing length LBL (Bougeault and Lacarrere 1989) in the

FIG. 2. (a) Vertical profiles of the horizontal wind speed within 10–100-m height from the original MYNN3.0

(blue) and revised MYNN3.0 (red). (b) Vertical profiles of surface length scale Ls (gray), master mixing length L

from the original (blue) and revised (red) MYNN3.0, respectively. (c),(d) As in (a), but for tangential wind (m s21)

and radial wind (m s21), respectively, within 10–1500-m height. The black line denotes the results from a large-eddy

simulation. The z axis in (a) uses a log scale to better illustrate the excessive shear near the surface in the original

MYNN3.0.
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300-m entrainment layer above the diagnosed boundary layer

height. This harmonic averaging can result in substantial re-

duction in the mixing length compared to the magnitude of the

smallest length scale (Olson et al. 2019). We adopt a different

way of harmonic averaging, i.e., L22 5L22
s 1L22

t 1L22
b , fol-

lowing Mason and Thomson (1992). This method limits the re-

duction of mixing length near the surface, and the mixing length

in the revisedMYNN is closer toLs below 80-m height (Fig. 2b).

The constanta1 inLt [Eq. (10) inOlson et al. 2019] is accordingly

changed from 0.23 by default to 0.1 as in Mellor and Yamada

(1974). Preliminary tests show that MYNN with these changes

has more realistic wind profiles in the near-surface layer and

upper boundary layer (Figs. 2c,d). Of note, results from SCMs

are verified against the LESs (black lines in Fig. 2). These LESs

use 10-m grid spacing and are described further in Chen

et al. (2021a).

In this study, we use the level 3 version of MYNN, which

includes predictive equations for second-order turbulent quan-

tities (specifically, for temperature variance, water vapor vari-

ance, and temperature–vapor covariance). This version of

MYNN also includes countergradient diffusion terms [see

Nakanishi and Niino (2004) for details].

3. Experiment design and model setup

The numerical model used in this study is version 20 of the

compressible and nonhydrostatic Cloud Model 1 (CM1; Bryan

and Fritsch 2002). The MYNN code in CM1 was obtained from

the recently released WRF Model, version 4.2, with additional

improvements as discussed in section 2. One upgrade feature in

this MYNN code is that with the EDMF option turned on, the

mass-flux component of the vertical turbulent flux is gradually

turned off at high wind conditions2 (e.g., hurricanes). The mass-

flux component of this PBL scheme only activates in thermo-

dynamically unstable conditions, and is not expected to have a

large influence inside TCs.

The model is set up on an f plane with a Coriolis param-

eter of 5 3 1025 s21. One model domain is used, and the

horizontal grid spacing is 3 km within the central 600 km 3
600 km area, beyond which the horizontal grid spacing is

gradually stretched from 3 to 15 km in the outer portion of

the domain. The domain coverage is 2400 km 3 2400 km.

The vertical grid has 59 vertical levels. The vertical grid

spacing is gradually stretched from 50 to 500m below 5500-m

height, and remains as 500m from 5500-m height to the model

top (i.e., 25 km).

We perform two experiments, one includes TKE advection

(i.e., CTL experiment) and the other one excludes it (i.e.,

NoADV experiment). Each experiment is initialized with a

moist tropical sounding (Dunion 2011), and sea surface

temperature (SST) is set to 298C. The radial profile of the

tangential wind of the initial vortex follows a modified

Rankine vortex:
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where Vm is the maximum tangential wind, rm is the RMW, r is

the radius, and r0 is the radius where tangential winds vanish.

The parameter B determines the decay rate of the tangential

wind outside the rm; the larger value of B corresponds to a

faster decay rate. The vortex depth is set to 12 km and Vm is set

to decrease linearly from the surface to 12-km height. In these

two experiments, Vm 5 10m s21 near the surface, rm 5 80 km,

and B 5 1.0. The initial relative humidity is set to 98% within

the inner core (r , 100 km), beyond which the RH gradually

decreases to the environmental relative humidity (Fig. 3). This

setup is designed to skip the preconditioning stage, when the

inner core is typically unsaturated (i.e., ‘‘phase I’’ of Peng et al.

2019), and focuses on the rapid deepening (‘‘phase II’’ of Peng

et al. 2019) and mature stages of the simulated TCs.

FIG. 3. The radius–height distribution of azimuthally averaged

relative humidity (shading, %) and tangential wind (contour, m s21)

of the initial vortex.

2 In the MYNN PBL scheme, the mass-flux (MF) component is

turned on when bl_mynn_edmf 5 1, and the mixing length is de-

signed to best work with the activated mass-flux component by

setting bl_mynn_mixlength 5 2.
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The other physics parameterization schemes used in these

two experiments include the Thompson microphysics scheme

(Thompson et al. 2008), the RRTMG longwave and short

radiation schemes (Iacono et al. 2008), and the GFDL surface-

layer scheme (Kurihara and Tuleya 1974). The Thompson mi-

crophysics scheme is selected given recent evaluation studies

show that it works well in the simulations of real TCs and can

reasonably reproduce the raindrop size distributions against

retrievals from ground-based polarimetric radars (e.g., Brown

et al. 2016; Wu et al. 2021). The GFDL surface-layer scheme is

selected given its surface drag coefficient (Cd) and surface en-

thalpy exchange coefficient (Ck) have been modified in recent

years to be more consistent with observations in high-wind

conditions (e.g., Powell et al. 2003; French et al. 2007; Bell et al.

2012; Richter et al. 2016).

To test the robustness of results based on the analysis of two

experiments, other sets of experiments with TKE advection

on/off are conducted by varying Vm, rm, B, SST, microphysical

scheme, and relative humidity within the inner core. The

findings in these sensitivity experiments are consistent with the

findings from the CTL and NoADV simulations (not shown),

and hereafter we focus only on the analysis of these two

simulations.

4. Results

a. Intensity and structural evolution

Figures 4a and 4b show the evolution of TC intensity and

RMW of the simulated TCs in CTL and NoADV. Of note, the

TC center is defined by the grid point that produces the max-

imum tangential wind speed in azimuthally averaged analyses.3

Both TCs intensify from the beginning of the simulations,

consistent with earlier findings that the nearly saturated core

is a prerequisite of TC intensification (e.g., Rappin et al. 2010;

Kilroy et al. 2017; Chen et al. 2019; Peng et al. 2019). The

difference in the 10-m maximum azimuthal-mean tangential

wind between the two experiments appears after t 5 55 h: the

CTL TC further intensifies and reaches a quasi-steady state

after t5 70 h; in comparison, the NoADV TC reaches a quasi-

steady state and maintains it until t 5120 h. The RMW of the

CTL TC remains slightly smaller than that of the NoADV TC

throughout the simulation. One additional phenomenon to

note is that the CTL TC has a smaller radius of gale-force wind

(i.e., R34) after 110 h (see Fig. 4c).

Figure 5 compares the evolution of azimuthally averaged

1-km radar reflectivity and 10-m tangential wind between the

two experiments. The CTL TC generally has higher radar re-

flectivity and stronger tangential winds near/inside the RMW

than the NoADV TC after t 5 30 h (Fig. 5c). Besides the dif-

ferences in TC intensity and radar reflectivity, another notable

difference between the two experiments lies in the variation of

RMW (see white line in Figs. 5a,b) after t 5 65 h: in CTL the

RMW varies only slightly, while in NoADV notable RMW

expansion occurs twice, i.e., over t 5 110–120 and 160–192 h

(Fig. 4b). To understand the effect of TKE advection on these

differences, the following section presents an examination of

turbulence properties, inflow structure, and microphysics dia-

batic heating.

b. Turbulence properties and inflow structure

Figures 6 and 7 compare the radius–height distribution of

azimuthally averaged TKE and Km from the two experiments

over t 5 40–60 and 150–160 h, respectively. To reduce the

impact of different TC intensity and inner-core size (i.e.,

FIG. 4. Evolution of (a) 10-m maximum azimuthal tangential

wind (m s21), (b) RMW (km), and (c) R34 (km) from CTL (black)

and NoADV (red) experiments. The gray-shaded boxes in (a) and

(b) denote two analysis periods in this study. The legend for the

three panels is shown in (c). R34 in (c) is shown after the simulated

TC reaches hurricane intensity.

3 This is the default option for determining azimuthally averaged

fields in CM1, which typically results in smooth tracks of the TC

center over time.
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RMW) on the difference in turbulence properties, we select

these two analysis periods over which the TC intensity and

RMW from the two experiments are similar (Figs. 4a,b). Of

note, period I (i.e., t 5 40–60 h) is immediately prior to the

occurrence of notable difference in TC intensity and inner-core

size between the two experiments. Over period I TC intensi-

fication rate is the largest; in comparison, over period II the

simulated TCs do not intensify.

Over period I, one striking difference in the TKE distri-

bution between the two experiments is that the ‘‘tower-like’’

structure of TKE in the eyewall extends to higher levels in

CTL (Figs. 6a,b), which is more similar to the observed

structure (Fig. 1). The region of TKE . 1m2 s22 in the eye-

wall of the CTL TC extends vertically to ;7 km, which is

nearly 2.5 km higher than that of the NoADV TC. Figure 6c

clearly shows that the CTL TC has larger TKE values (2–

6m2 s22) along the eyewall updraft, particularly above the

2-km height, suggesting the impact of vertical advection of

TKE. The other notable difference lies in the inflow layer

near the surface (z, 1 km, see Figs. 9a,b), as the CTL TC has

slightly smaller TKE values outside the RMW and larger

TKE values inside the RMW (Fig. 6c).

To demonstrate that the difference in the TKE distribution

between the two experiments over period I is contributed by

TKE advection term, Figs. 8a and 8b show the composite TKE

advection tendency from CTL and the difference in the local

time tendency of TKE (i.e., ›e/›t) between the two experi-

ments over period I. The difference in ›e/›t between the two

experiments (Fig. 8b) resemble the pattern of the difference in

TKE (Fig. 6c) and also resemble the pattern of TKE advection

(Fig. 8a). Further decomposition of TKE advection tendency

into radial and vertical advection of TKE indicates that in CTL

the larger TKE values along the eyewall updraft above 2-km

height is attributable to vertical advection of TKE (Fig. 8d).

The difference in TKE within the inflow layer is related to

horizontal advection of TKE (Fig. 8c), since TKE peaks near

the RMW and boundary layer inflows advect smaller TKE

from large radii toward the RMW and meanwhile advect the

peak TKE beneath the eyewall radially inward. This process

partly accounts for the much smaller TKE (by 6m2 s22) near

the RMW and beneath 1-km height in CTL. The vertical ad-

vection of TKE is a more dominant contributor to the much

smaller TKE in the eyewall beneath 1-km height (Fig. 8d) since

TKE is maximized at ;1.5-km height and smaller TKE from

below is advected upward into that region in CTL (Fig. 6a).

Above the inflow layer within the eyewall region, radial out-

flow advects large TKE inside the RMW outward, which ac-

counts for the negative TKE tendency inside the RMW and

positive TKE tendency outside the RMW within the 1–2-km

layer (Figs. 8a,c).

The difference in the Km distribution between the two exper-

iments over period I resembles the differences in TKE (Figs. 6d–

f). The region of Km . 20m2 s21 in the eyewall of the CTL TC

extends vertically to ;9km, which almost doubles that of the

NoADVTC.Meanwhile,Km in the inflow layer in CTL is smaller

than in NoADV outside the RMW, but larger inside the RMW

(Fig. 6f). The similarity in the distributionofTKEandKm is due to

the fact that Km is proportional to TKE [see Eq. (1)].

Over period II, the maximum TKE and Km values in the

eyewall are .40m2 s22 and .400m2 s21, respectively (Fig. 7),

FIG. 5. Hovmöller diagram of azimuthally averaged 1-km radar reflectivity (shading, dBZ) and 10-m tangential wind (contours, with

values of 5, 10, 20, 30, 40, 50, 60, and 70m s21) for (a) CTL and (b) NoADV experiments. The white shading denotes the two analysis

periods. (c) Differences in the 1-km radar reflectivity (shading) and 10-m tangential wind (contours, with value of25,22, 2, 5, 10, 15, 20,

25m s21; negative values are dashed) between the two experiments (CTL2 NoADV). The white line in (a) and (b) denotes RMW. The

red line in (c) denotes the RMW in CTL.
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which are much larger than those over period I. These larger

values are closely related to the stronger TC intensity over pe-

riod II (Fig. 4a). Nevertheless, the distributions of TKE and Km

in the two experiments, as well as the differences between the

two experiments, strongly resemble those in period I, suggesting

that the identified differences over period I are robust.

Previous numerical studies have demonstrated that Km in

the boundary layer regulates the inflow strength (Foster 2009;

Smith and Thomsen 2010; Kepert 2012; Gopalakrishnan et al.

2013; Zhang et al. 2015), as smaller Km and the resulting

stronger friction induce stronger boundary layer inflows.

However, this phenomenon is barely detectable over period I

(Figs. 9a,b). Despite the smaller values of Km outside the

RMW of the CTL TC, the inflow strength is generally com-

parable between the two experiments, with the strong inflow

(,212m s21) in NoADV extending to a slightly larger radius.

Additionally, the inflow depth in NoADV is slightly deeper

thanCTL near the eyewall. This seemingly contradictory result

is primarily ascribed to the stronger diabatic heating within the

eyewall in NoADV over period I (Figs. 10a,b).

As another measure of radial inflow, and to compare with

observations, we analyze the near-surface inflow angle over

period I, when the simulated TCs in both experiments attain

category-2 hurricane intensity (Figs. 9c,d). Inflow angle is an

insightful metric of the boundary layer inflow, which is defined

as tan21(u10/y10), where u10 and y10 are the radial and tan-

gential velocities at 10-m height, respectively. For a reference,

Figs. 9c and 9d also show the radial distribution of the com-

posite inflow angle based on 1600 global positioning system

(GPS) dropsondes collected in 18 category 1–5 hurricanes

(Zhang and Uhlhorn 2012). Over period I, the radial profile of

inflow angle from these two experiments are generally com-

parable to observations outside the RMW, with the simulated

inflow angle within ;58 of the observational average. The

maximum inflow angle from these two experiments resides

slightly closer to the RMW than observations. The inflow angle

outside 2 3 RMW from the two experiments is comparable,

while the inflow angle near theRMWdiffers slightly; the inflow

angle in CTL is ;28–38 larger in magnitude than that in

NoADVwithin the annulus of 0.8–1.23RMW, suggesting the

inflow is accelerated near the RMW in CTL. The slightly larger

inflow angle near the RMW in CTL is also found over period II

(Fig. 9d), when TCs in both experiments attain category-5

hurricane intensity. Interestingly, over period II, the radial

profile of inflow angle outside 2 3 RMW from the two ex-

periments is flatter (i.e., does not vary as much with radius)

than the composite structure for category 1–5 hurricanes.

The accelerated inflow near theRMW inCTLhas a significant

implication in the radial location of maximum microphysics

diabatic heating. While the maximum diabatic heating in the

eyewall of the NoADVTC is stronger over period I (Figs. 10a,b),

the CTLTChas stronger diabatic heating at smaller radii radially

inward of the RMW (Fig. 10c). Importantly, the enhanced inflow

near the RMW and stronger diabatic heating at smaller radii are

FIG. 6. (a),(b) Radius–height distribution of azimuthally averaged subgrid TKE (shading, m2 s22) over t 5 40–60 h for the CTL and

NoADV experiments, respectively. (c) The difference in the distribution of TKE between the two experiments (i.e., CTL 2 NoADV).

(d)–(f) As in (a)–(c), but for Km (shading, m2 s21). In each panel, the red contour denotes w 5 1m s21 and the black line denotes the

RMW. In (c) and (f), the RMW and w contours are from CTL.
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also found over period II as well (Figs. 9d and 10d). The diabatic

heating at smaller radii is associated with larger absolute angular

momentum being drawn inward to smaller radii and further

spinup of the TC circulation above the boundary layer (Smith

and Montgomery 2016). This dynamical process is confirmed by

Figs. 9e and 9f. The absolute angularmomentumaveragedwithin

the lowest 1 km within r 5 40 km in CTL is larger than in

NoADV (Fig. 9e), and the positive radial advection of angular

momentum that peaks outside the RMW also appears at a

smaller radius in CTL than in NoADV (Fig. 9f). This dynamical

process provides a reasonable explanation for the smaller inner-

core size and also the stronger TC intensity in CTL after period I

(Figs. 4a,b).

The differences in the boundary layer structure and radial

location of diabatic heating between the two experiments are

fundamentally attributed to the difference in the model setup,

i.e., the inclusion (or exclusion) of TKE advection. The inclu-

sion of TKE advection exerts a continuous effect on the tur-

bulence properties including TKE and Km in the boundary

layer and in the eyewall (as discussed earlier) from the begin-

ning of the simulation. The larger TKE in the eyewall of the

CTL TC also affects the magnitude of the mixing length L in

MYNN and thereby indirectly contributes to the larger Km.

Figure 11a compares the radial profile of the diagnosed

boundary layer height from the two experiments over period I.

The averaged boundary layer height within the eyewall region

(r5 15–45 km) is;700m. Of note, the annulus r5 15–45 km is

selected to encompass the region of eyewall updrafts associ-

ated with strong diabatic heating (see Figs. 10a,b). Above the

300-m-deep ‘‘entrainment layer’’ near the top of the diagnosed

boundary layer height (defined in the MYNN code), L is de-

termined by 0.4 3 LBL.

Figures 11b and 11d show that differences in Km and length

scales between the two experiments are mostly above 1.5-km

height. Besides the larger TKE, the larger Km above 1.5-km

height in CTL (Fig. 11b) is also contributed by larger L

(Fig. 11c). Figure 11d further shows that the largerL above 1.5-

km height is attributed to the larger LBL. Of note, LBL repre-

sents the maximum possible distance traveled by an air parcel

due to the loss of TKE via buoyancy effects, whose magnitude

depends crucially on the initial TKE of the air parcel. The L

maximum within the 1–2-km layer is closely related to the

larger TKE therein. Below 1.5-km height the averaged Km

within the eyewall of the CTLTC is slightly smaller than that in

the NoADV TC, which is closely related to the smaller TKE

therein (Fig. 6c).

c. Roles of horizontal and vertical advection of TKE

To further investigate the contribution of horizontal and

vertical advection of TKE to the differences in TC intensity

and structure betweenCTL andNoADV, additional sensitivity

experiments having only vertical (i.e., VADVON) or hori-

zontal (i.e., HADVON) advection of TKE are performed.

Figure 12 compares the evolution of TC intensity and RMW

from different experiments. In HADVON, the RMW of the

simulated TC starts to expand after t 5 60 h and the TC in-

tensification pauses; afterward, the TC intensity in HADVON

is generally weaker than VADVON and CTL except for t 5
110–150 h. In contrast, the evolution of TC intensity and RMW

in VADVON resembles that in CTL, although the maximum

FIG. 7. As in Fig. 6, but for period II, i.e., t 5 150–160 h.
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intensity in VADVON is slightly weaker than in CTL over t5
60–150 h.

Figure 13 compares the distribution of TKE and Km from

HADVON and VADVON averaged over t 5 50–60 h, when

the TC intensity evolution in the two experiments starts to

diverge but theRMW is similar (Fig. 12). Not surprisingly, the

TKE ‘‘tower’’ within the eyewall in VADVON is much taller

and less slantwise than in HADVON (Figs. 13a,b). Recall that the

inclusion of TKE advection is associated with a smaller maximum

TKE (see Figs. 6a–c and 7a–c). Thus, one interesting finding in

Figs. 13a and 13b is themaximumTKEwithin theTKE ‘‘tower’’ in

VADVON is larger than in HADVON, which is attributable to a

lack of radially outward advection of TKEwithin the 1–2-km layer

(see Fig. 8c) in VADVON. As a result, VADVON has notably

larger TKE inside theRMW thanHADVON, with themaximum

difference greater than 10m2 s22 (Fig. 13c). The difference in the

Km distribution between VADVON and HADVON is similar to

the differences in TKE (Figs. 13d–f).

Figures 14a, 14b, and 14e show that VADVON has stronger

boundary layer inflow than HADVON, especially near the

RMW, which is associated with stronger eyewall diabatic

heating in VADVON (see Figs. 14c,d), given larger Km in the

boundary layer (see Fig. 13f) supports weaker radial inflows and a

weaker TC vortex (e.g., Gopalakrishnan et al. 2013; Zhang et al.

2015). While not shown, Hovmöller diagram of radar reflectivity

indicates that the eyewall convection in VADVON is generally

stronger than in HADVON. The stronger eyewall convective

activity and stronger TC intensity in VADVON is mainly attrib-

uted to the stronger turbulent mixing above the inflow layer, as

shown in Fig. 13f, which is consistent with the findings reported in

Zhu et al. (2019).

The enhanced vertical mixing inside the RMWcan transport

more water vapor upward and help maintain the convective

activity therein. Figure 14f shows that inside the RMW of the

VADVON TC there is more water vapor above 2-km height

and less water vapor below, indicating the role of the enhanced

vertical mixing. The less slantwise outflow jet in VADVON (cf.

Figs. 14b and 14a), likely a response to stronger diabatic heating or

enhanced vertical mixing (Km) therein, causes more aligned

eyewall updrafts in VADVON and accounts for the lower water

vapor along eyewall updrafts inHADVON (Fig. 14f). VADVON

also has more water vapor outside the eyewall region and above

FIG. 8. Radius–height distribution of (a) the total advection of subgrid TKE, (c) radial advection of subgrid TKE,

(d) vertical advection of subgrid TKE averaged over t 5 40–60 h from CTL. The unit of the TKE tendency is

1023 m2 s23. (b) The difference in ›e/›t (1023 m2 s23) between the two experiments (i.e., CTL 2 NoADV). The

black line denotes RMW and the red contour denotes w 5 1m s21.

NOVEMBER 2021 CHEN AND BRYAN 3601

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 11/12/21 02:34 PM UTC



FIG. 9. (a),(b) Composite vertical structure of radial velocity (shading, m s21) over t 5 40–60 h for CTL and

NoADV experiments, respectively. The black line denotes the RMW and the red contour denotes w 5 1m s21.

(c),(d) Composite 10-m radial profile of inflow angle (8) as a function of normalized radiusR* (5R/RMW) over t5
40–60 and 150–160 h, respectively. The solid (dashed) line denotes the CTL (NoADV) experiment. The gray line

denotes the 10-m radial profile of inflow angle based on dropsonde composite of cat 1–5 hurricanes (Zhang and

Uhlhorn 2012) and the gray bar denotes the 95% confidence intervals. Composite radial profile of (e) absolute
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the inflow layer, which may also attribute to more vertical mixing

when the vertical advection of TKE is activated and con-

vection is active therein. Another interesting phenomenon to

note in Fig. 14e is that while the near-surface RMW in the two

experiments is identical, the larger slope of RMW within the

1–4-km layer inVADVON (dashed gray line) than inHADVON

(black line) is also closely related to the less slantwise outflow jet

in VADVON.

In summary, the above analysis indicates that enhanced

vertical mixing in eyewall may affect the eyewall diabatic

heating via two effects: on one hand, enhanced vertical mixing

above the inflow layermay reduce the tilt of outflow jets as well

as the radially outward drift of rising parcels from the boundary

layer, thus eyewall updrafts and the associated diabatic heating

get closer to the TC center; on the other hand, the enhanced

vertical mixing top of the inflow layer can mix more water

vapor upward, which creates an idealized environment for the

development of deep convection inside the RMW. These ef-

fects together contribute to the stronger eyewall diabatic heating

inside the RMW, which further contributes to stronger TC in-

tensity and smaller RMW in VADVON than in HADVON.

These results also demonstrate that the differences between

CTL and NoADV described in sections 4a and 4b are mostly

attributable to vertical advection of TKE.

FIG. 10. (a),(b) Composite vertical structure of microphysics diabatic heating (1023 K s21) over t 5 40–60 h for

CTL and NoADV experiments, respectively. (c),(d) Difference in the radius–height distribution of microphysics

diabatic heating (shading, 1023 K s21) between the two experiments (i.e., CTL2NoADV) for t5 40–60 and 150–

160 h, respectively. Black line denotes the RMW and the red contour denotes w 5 1m s21.

 
angular momentum (m2 s21) and (f) radial advection of angular momentum (m2 s22) averaged within the lowest

1 km over t 5 40–60 h for CTL (black) and NoADV (red) experiments, respectively. The gray dashed lines in

(e) and (f) denote the approximate location of RMW in both experiments.
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5. Discussions

a. What drives the high TKE above the inflow layer
in the eyewall region?

The analysis in section 4 indicates that advection of TKE

contributes to large TKE above the inflow layer in the eyewall

region. To further quantify the roles of other factors and clarify

the dynamical processes responsible for the large TKE above

the inflow layer in the TC eyewall (Smith and Thomsen 2010;

Kepert 2012), we examine the TKE budget in the eyewall. To

simplify the interpretation of the results, we divide Eq. (1) by 2

to have the TKE (i.e., e) budget equation
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and the dissipation term is given by

«5
(2e)3/2

B
1
L

, (6)

whereB1 is a coefficient. Of note, MYNN uses a formulation of

the buoyancy term that accounts for saturated conditions, and

includes the liquid and ice content effects.

Figure 15 shows the TKE budget results within the eyewall

region (r5 15–45 km) over period I. As mentioned earlier, this

annulus is chosen to encompass the eyewall region, which is

indicated by strong diabatic heating (Figs. 10a,b). The budget

FIG. 11. Comparisons of (a) radial profile of PBL height, and vertical profiles of (b) eddy viscosity Km (m2 s21),

(c) master mixing length L (m), and (d) BouLac mixing length LBL (m) for CTL (black) and NoADV (red) ex-

periments. Results in (b)–(d) are averaged within r 5 15–45 km over period I. The dashed line in (b)–(d) denotes

the top of the entrainment layer.
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terms from the rhs of Eq. (4) are calculated within the MYNN

code, and written as output during the model simulations. We

have verified that the sum of the budget terms [rhs of Eq. (4)] is

similar to the local time tendency of TKE (i.e., ›e/›t) to within

13 1024m22 s23 (not shown), meaning that all sources/sinks of

TKE have been determined accurately. Figure 15a indicates

that the positive TKE tendency above 2.5-km height in CTL is

predominantly contributed by the TKE advection term (red

line in Fig. 15a), which remains positive above ;2-km height

(i.e., the level of TKE maximum in the eyewall). This finding

demonstrates that vertical advection of TKE is primarily re-

sponsible for the formation of a taller TKE ‘‘tower’’ within the

eyewall of the CTL TC. In comparison, the turbulence trans-

port of TKE (black line in Fig. 15a) contributes only slightly to

the positive TKE tendency above 2.5-km height. In contrast, in

NoADV, the turbulence transport of TKE is the only con-

tributor to the positive TKE tendency above 3-km height

(Fig. 15b); however, it is much smaller in magnitude than the

TKE advection term in CTL (cf. Figs. 15a,b).

Within the 1–2-km layer (which is just above the inflow

layer), however, shear production of TKE is the dominant

contributor to the positive TKE tendency in both experiments

(not shown). The sum of shear production and dissipation of

TKE terms is maximized near 1-km height (Figs. 15a,b). This

is mainly attributed to the L maximum near 1-km height

(Fig. 11c), since shear production term is proportional to L

while dissipation of TKE is proportional to L21 [see Eqs. (1),

(5), and (6)]. Within the inflow layer (,1 km), the TKE ad-

vection term is negative (Fig. 15c) as explained in section 4.

Interestingly, the buoyancy production term (green line in

Fig. 15) remains negative in the eyewall except within the

lowest 300m in both experiments. To better understand this

result, we decompose the buoyancy production term into four

subterms (see details in appendix) and show their profiles in

the eyewall over t 5 40–60 h in Fig. 16. Results indicate that

the negative buoyancy production term in the eyewall is

predominantly attributable to the effects of stratification [i.e.,

the first term on the rhs of Eq. (A3)], as liquid–ice water

potential temperature uli increases with height except for the

near-surface superadiabatic layer (not shown). The buoyancy

production due to vertical gradient of total water content [i.e.,

the second term on the rhs of Eq. (A3)] is positive, as total

water content maximizes near the surface and decreases with

height (not shown), but is comparably much smaller in mag-

nitude than the stratification effects. Additionally, buoyancy

production due to countergradient fluxes and stratocumulus-

cloud-top radiative cooling [i.e., the third and fourth terms on

the rhs of Eq. (A3)] is negligible compared to the first two

terms on the rhs of Eq. (A3).

The findings in this section reveal that the large TKE aloft

above the inflow layer within the eyewall is not caused by

buoyancy production, which is dominated by negative effects

of stratification; instead, the large TKE in the middle tropo-

sphere of the eyewall is attributable to TKE advection, tur-

bulence transport, and shear production, consistent with the

argument in Smith and Thomsen (2010).

b. Possible further improvement to the PBL schemes

with predictive equations for TKE

For this study, we modified the MYNN code to account for

buoyancy production term near the surface and adopted a

different mixing length blending method (see section 2), both

of which help improve the wind profiles, especially in the sur-

face layer and in the mid–upper boundary layer (Figs. 2a,b).

Specifically, the simulated wind profile using this modified

MYNN exhibits logarithmic characteristics near the surface,

which is in sharp contrast to that in the unmodified MYNN

code (Fig. 2a). With the inclusion of TKE advection, the sim-

ulated TKE distribution in the eyewall in CTL is more con-

sistent with the observations than in NoADV, as discussed

above. However, a comparison of Figs. 1 and 6 indicate that

TKE in the upper levels within the eyewall of the CTL TC

appears to be underestimated with MYNN compared to

observations.

The assumption behind the design of one-dimensional (1D)

PBL schemes for NWP models is that the horizontal grid

spacing is considerably larger than the scale of energy-

containing eddies. The subgrid-scale turbulent processes are

thereby considered homogeneous horizontally, and 1D PBL

schemes typically parameterize only the vertical diffusion (see,

FIG. 12. Evolution of (a) 10-m maximum azimuthal tangential

wind (m s21), and (b) RMW (km), from CTL (black), NoADV

(dashed gray), HADVON (green), and VADVON (red) experi-

ments. The gray-shaded box in (a) and (b) denote the analysis

period.
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e.g., section 3 of Mellor and Yamada 1982; and p. 152 of Stull

1988). The horizontal diffusion in numerical weather predic-

tion (NWP)models is typically parameterized separately based

on the 2D Smagorinsky scheme (e.g., Zhang and Marks 2015).

Contradicting these assumptions of 1D PBL schemes, obser-

vations in the eyewall and outer core of hurricanes indicate that

the scale of energy-containing eddies in hurricane boundary

layer is .1 km (Zhang and Montgomery 2012), which is com-

parable with the horizontal grid spacings in NWP models.

Thus, the assumption of horizontally inhomogeneity is invalid

for the hurricane boundary layer, especially near the eyewall

where the radial gradient of the thermodynamic and kinematic

variables is substantial. A complete form of the shear pro-

duction of TKE is (Mellor and Yamada 1982)
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A comparison of Eqs. (4) and (7) indicates all but the first two

terms in Eq. (7) are neglected in the shear production term of

MYNN. In the strong updrafts in the eyewall, shear production

terms due to the ›w/›x, ›w/›y, and ›w/›z probably should not

be neglected. The shear production of TKE due to the hori-

zontal wind shear [i.e., the fifth to seventh terms in Eq. (7)]

may also play a role in the inflow/outflow layer near the

eyewall. These factors are likely responsible for the differ-

ence in the TKE distribution between simulations and ob-

servations. These results also suggest that parameterizations

of 3D turbulence (e.g., Zhang et al. 2018; Kosović et al. 2020)

in high-order PBL schemes is physically more realistic for TC

simulations, and should be investigated in future studies.

6. Conclusions

The tropical cyclone (TC) boundary layer is known for its

high-wind conditions and horizontal inhomogeneity (e.g.,

Zhu 2008; Bryan et al. 2017). These characteristics challenge

the typical design of one-dimensional (1D) PBL schemes that

assume horizontal homogeneity, as the scale of energy-

containing eddies is significantly smaller than NWP model

horizontal grid spacings. Advection of subgrid turbulence

kinetic energy (TKE) is thereby neglected in most NWP

models with PBL schemes that predict subgrid TKE. This

assumption could lead to errors in the TC simulations since

the diagnosed turbulence quantities (including vertical vis-

cosity Km) depends crucially on the prognostic TKE.

To investigate the role of advection of parameterized TKE

in TC simulations, this study performs a set of idealized nu-

merical simulations using CM1 and the MYNN PBL scheme.

We modified the near-surface TKE budget terms and mixing

FIG. 13. (a),(b) Radius–height distribution of azimuthally averaged subgrid TKE (shading, m2 s22) over t5 50–60 h for the HADVON

andVADVONexperiments, respectively. (c) The difference in the distribution of subgrid TKEbetween the two experiments (VADVON2
HADVON). (d)–(f)As in (a)–(c), but forKm (shading,m2 s21). In each panel, the red contour denotesw5 1m s21 and the black line denotes

the RMW. In (c) and (f), w contours are from HADV; black and gray dashed lines denote the RMW from HADVON and VADVON

experiments, respectively.

3606 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 78

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 11/12/21 02:34 PM UTC



FIG. 14. (a),(b) Composite vertical structure of radial velocity (shading, m s21) over t 5 50–60 h for HADVON

and VADVON experiments, respectively. (c),(d) As in (a) and (b), but for microphysics diabatic heating

(1023 K s21). The black line denotes the RMW and the red contour denotes w 5 1m s21. The difference in the

distribution of (e) radial winds and (f) specific humidity (shading, g kg21) between the two experiments (VADVON2
HADVON). In (e) and (f), w contours are fromHADVON. The black solid and gray dashed lines denote the RMW

from HADVON and VADVON experiments, respectively.
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length blending method in MYNN, which improves the wind

profiles in the near-surface layer and in the mid- to upper

boundary layer in single-column model simulations. Results

from three-dimensional simulations demonstrate that with

advection of subgrid TKE, the simulated TC is slightly stron-

ger, the inner-core size is slightly smaller, and the radius of gale

force wind (R34) is ;5% smaller after approximately day 4.5.

This finding is robust regardless of the intensity/structure/inner-

core saturation fraction of the initial vortex, sea surface tem-

perature, and microphysics scheme.

By further examining the two control simulations—i.e., CTL

and NoADV—where the advection of subgrid TKE is on and

off, respectively, we found that horizontal advection of subgrid

TKE reduces TKE and Km in the inflow layer outside the ra-

dius of maximum wind (RMW), and produces the greatest

differences near the RMW due to the larger radial gradient of

subgrid TKE therein. Before the RMW and TC intensity di-

verge in the two control simulations, the NoADV TC has

stronger maximum diabatic heating in the eyewall; however,

the diabatic heating is stronger at smaller radii inside theRMW

of the CTL TC, which is closely related to the enhanced

boundary layer inflow near the RMW. The inflow angle within

the annulus of 0.8–1.2 3 RMW of the CTL TC is 28–38 larger

than that of NoADVTC. These differences are consistent with

large absolute angular momentum near the surface being

drawn to smaller radii, which facilitates the formation of a

smaller inner core with stronger TC intensity in CTL.

A budget analysis of subgrid TKE further shows that the

taller TKE ‘‘tower’’ in the eyewall in CTL is more consistent

with the observations of Lorsolo et al. (2010) than in NoADV,

and is attributed primarily to advection of subgrid TKE by

eyewall updrafts. There are also differences in the MYNN

length scale L that contribute to higher TKE in the eyewall. In

comparison, buoyancy production of TKE remains negative in

the eyewall region except below the lowest 300m, which is

predominantly attributable to the effects of stratification.

Interestingly, simulations that have only vertical or hori-

zontal advection of TKE indicate that the differences between

CTL and NoADV are mostly attributable to vertical advection

of subgrid TKE, which acts to decrease TKE and Km in the

lowest km of the eyewall. The inclusion of vertical advection

of subgrid TKE also enhances the vertical mixing above the

inflow layer and reduces the tilt of the outflow jet, and thereby

eyewall convection is located at smaller radii inside the

RMW. The enhanced vertical mixing above the inflow layer

also transports more water vapor upward, which benefits the

FIG. 15. Vertical profiles of subgrid TKE budget terms averaged within r5 15–45 km over t5 40–60 h, showing

the turbulent transport term (black), sum of shear production and dissipation (orange), buoyancy production

(green), and advection of subgrid TKE (red) for (a) CTL and (b) NoADV from 1 to 10 km above the surface. (c),(d)

As in (a) and (b), but for 0–1 km above the surface; note that the x-axis scale is different in (c) and (d). The vertical

gray dashed line in each panel denotes the zero TKE tendency. The unit is 1022 m22 s23.
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development of convection inside the RMW. These factors

together help account for the stronger diabatic heating at

smaller radii inside the RMW, stronger TC intensity, as well

as smaller RMW when the advection of subgrid TKE is

turned on.

Results also suggest an inherent deficiency of 1D PBL

schemes for simulating the inhomogeneous TC eyewall and

thus we recommend developing and testing a 3D turbulence

parameterization for TC simulations. Because these results are

based on idealized simulations without the inclusion of envi-

ronmental vertical wind shear or other synoptic-scale forcings,

additional tests of actual TCs are encouraged for future work.

Also, this study focuses on the impact of advection of subgrid

TKE on TC intensity and size, and does not address its impact

on the asymmetry structures like in the eyewall, which will be

left for future work.
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APPENDIX

Decomposition of Buoyancy TKE Production Term

In MYNN, a partial-condensation scheme is used for the con-

densation process following Sommeria andDeardorff (1977). The

buoyancy flux w0u0y is written in the form of liquid–ice water po-

tential temperature uli and total water content qw [Eq. (3) inOlson

et al. 2019], with the sign corrected:

w0u0y 5b
u
w0u0li 1b

q
w0q0w 1A

�
u
y
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�
w3
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h
(h2 z)

�
12

h2 z

h

�3

,

(A1)

where bu and bq are functions determined by condensation

processes, A is entrainment efficiency, h denotes PBL height.

The convective velocity scalewl 5 [g/uy(w
0u0)hh]

1/3, where (w0u0)h
is the radiative flux due to stratocumulus-cloud-top cooling at the

PBL height. Following Nakanishi and Niino (2009),
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where SH2.5 is the stability function for a level-2.5 model for

heat and moisture, and Gu and Gq represent effects of coun-

tergradient diffusion. Thus, buoyancy production of TKE can

be rewritten as
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(A3)

where terms on the rhs of (A3) denote buoyancy production due

to stratification, vertical gradient of qw, countergradient fluxes,

and stratocumulus-cloud-top radiative cooling, respectively.
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